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INTRODUCTION 
 
The main study in this article is based on grey system theory. 
Much research on grey clustering has been published over the 
past five years, although it has been somewhat uneven [1-15]. 
Hence, the authors have developed a grey clustering toolbox; 
however, the authors do not intend to replace the traditional 
method; they seek only to complement and enhance the 
traditional method. 
 
The mathematical model of grey clustering is also presented [16]. 
The example is given of test score clustering from third grade 
students at a Changhua senior high girl school [17]. The main 
reason for this is to test the implementation and feasibility of the 
proposed toolbox. Also, C++ is utilised to develop the computer 
software toolbox required [18]. Past studies, such as Fuzzy, GA 
and Rough set, have all had their own toolboxes [19]. Software 
plays an important role in this system because it not only causes 
significant effects to the operation of the engineering system, but 
also makes the result on the real system more convincing and 
practical. Further, this is based on the software training of 
researchers at the University. In this article, C++ is used to create 
the toolbox. The main effect is that students understand the 
computer software more easily, as well as apply it to grey system 
theory. Also, past research in this field has focused on a main 
method to solve this kind of problem, namely packaged software 
like GM(1,1), grey entropy and Matlab/Mathematics toolbox 
[20-22]. Some advantages and disadvantages are presented and 
some suggestions towards further research are offered. 
 
GREY CLUSTERING 
 
Grey Whiteness Function 
 
Assume f(x) is a linear monotonic function of x, x is the grey 
number, and ].1,0[)( ∈xf  Then f(x) is called the grey whiteness 

function, where fmax = 1, and divided into high, middle and low 
levels (see Figure 1). Based on grey system theory, the values 
in grey whiteness function are given objectively [16]. 
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Figure 1: The whiteness function (high, middle and low). 
 
The Definition of Grey Clustering 
 
Definition 1: 1r , 2r , 3r ,…, mr  are the clustering objects. 

1p , 2p , 3p ,…, np  are the clustering indexes. 1s , 2s , 3s ,…, ls  

are the grey clustering, and dij are the sample values for the ith 
objects that correspond to the jth index, which is 

nj1  mi ≤≤≤≤ ,1 . 

 
Definition 2: D is the matrix, which contains dij  elements: 
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Definition 3: F is a mapping, and op[fk(dij )] is the operation 
of ijd corresponding to k clustering, which is 

lk ≤≤1 , nj1  mi ≤≤≤≤ ,1 , and F being called grey 
clustering. 
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Operational Steps of Grey Clustering 
 
• Give the whiteness function 1f , 2f , 3f ,…, lf objectivity 

(see Figures 2-4). 
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Figure 2: The whiteness function for clustering 1. 
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Figure 3: The whiteness function for clustering 2. 
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Figure 4: The whiteness function for clustering 3. 
 

• Calculate the values of ith clustering index for high level: 
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• Calculate the values of ith clustering index corresponding 

to kHη , which kH
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• Give a threshold value THHσ  objectively, and compare it 

with the values of kHσ  to determine the clustering level.  

• Calculate the values of the ith clustering index for the 
middle level: 
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kMη , in which kM

l

k
ijkMiH df η=σ ∑

=1

)(  ljk ≤≤ ,1  

      lMllMMMMMMMM dfdfdfdf η++η+η+η=σ )(...)()()( 13133212211111  
      lMllMMMMMMMM dfdfdfdf η++η+η+η=σ )(...)()()( 23233222212112  

lMllMMMMMMMM dfdfdfdf η++η+η+η=σ )(...)()()( 33333232213113 (5) 

……………………………………………. 
      lMillMMiMMiMMiMiM dfdfdfdf η++η+η+η=σ )(...)()()( 333222111  

• Give a threshold value THMσ  objectively, and compare it 

with the values of kMσ  to decide the clustering level. 

• Calculate the values of ith clustering for the low level: 
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• Calculate the ith clustering index values that correspond 
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• Give a threshold value THLσ  objectively, and compare it 

with the values of kLσ  to determine the clustering level. 

 
STUDENTS’ TEST SCORES 
 
The main reason for presenting this example is to implement 
the feasibility the toolbox and the new approach to grey 
clustering [17]. 
 
The pre-assumptions of the students’ test score are as follows: 
 
• The statistical objects are the third grade students (in the 

medicine and agriculture fields): class 302 (47students), 
class 303 (47students) and class 304 (46students), yielding 
a total of three classes and 140 students.  

• The statistical indices are the average score of the 1st 
examination in three courses, namely: Chinese, English 
and mathematics, for the first semester of 2003. 

• The statistical clustering is at the high, middle and low 
levels. 

 

Based on the education concept, the grey whiteness function 
can be divided into three parts, as shown in Figure 5. 
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Figure 5: The whiteness function for the example. 
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The D Matrix 

The D matrix of the examinations is 
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Finding the high level of clustering for class 302, class 303 and 
class 304 entails the following: 
 
• Calculate the ith clustering index value at the high level: 
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• Calculate the value of the ith clustering index that 
corresponds to the value of kHη :  
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• Set a threshold value THHσ =0.5, and compare it with the 

values of kHσ  to determine the clustering level:  

5.02433.01 <=σ H , 5.00775.02 <=Hσ , 5.00733.03 <=σ H . 
 
Hence, class 302, class 303 and class 304 are the same 
clustering, and are not high level. 
 
Ascertaining the middle level of clustering for class 302, class 
303 and class 304 comprises the following: 
 
• Calculate the values of ith clustering index for the middle 

level:  
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• Set a threshold value THMσ =0.5, and compare it with the 

values of kMσ , to determine the clustering level:  

5.08422.01 >=σ M , 5.06644.02 >=Mσ , 5.07256.03 >=Mσ .  

 
Hence, class 302, class 303 and class 304 are the same 
clustering, and are all middle level. 
 
Finding the low level of clustering for class 302, class 303 and 
class 304 involves the following: 
 
• Calculate the values of the ith clustering for the low level: 
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• Calculate the value of the ith clustering index that 
corresponds to the value of kLη :  
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• Set a threshold value THLσ =0.5, and compare it with the 

values of kLσ  to determine the clustering level:  

5.00833.01 <=σ L , 5.03356.02 <=Lσ , 5.02744.03 <=σ L .  
 

Hence, class 302, class 303 and class 304 are the same 
clustering, but are not low level  
 

THE GREY CLUSTERING TOOLBOX 
 

The input/output interface in the grey clustering toolbox is 
based on a Microsoft-style structure. According to the 
characteristics of the grey statistics, the multi-page, multi- 
function and menu-bar toolbox have been created to make this 
toolbox more user friendly. This is the first major characteristic 
of the toolbox. In grey statistics and grey clustering, when the 
number of the sequence m is large, the operation time will 
increase very quickly. If the traditional method is used to find 
the whole corresponding value, it will waste a lot of time. 
Therefore, in order to increase the operational speed and 
decrease calculation errors, a look-up table is utilised as a 
mathematical method to find the accurate value; this is the 
second major characteristic of the toolbox. Also, in the history 
page, the entire processing of the operation will be recorded; 
the main purpose for this is not only modification for the user, 
but also to make the results on the analysis system more 
convincing and practical; this function is the third major 
characteristic of the toolbox. 
 

Software requirements cover Windows 2000 or an upgraded 
version, as well as a screen resolution of at least 1024×768. 
 

The operation of the grey clustering toolbox is as follows: 
 

• Start the toolbox: 
 

- Main screen (Figure 6); 
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Figure 6:The main screen of grey clustering. 
 

- Open the analysis data (*.txt type) (Figure 7); 
 

 
 

Figure 7: Open the data (*.txt type). 
 

- Format of the data (Figure 8); 
 

 
 

Figure 8: Format of the data (*.txt type). 
 

- Data on the screen (Figure 9); 
 

 
 

Figure 9: The analysis data on the screen. 

- Click the Exe icon to execute the toolbox (Figures 10-
11); 

 

 
 

Figure 10: The execution results. 
 

 
 

Figure 11: The history of processing. 
 

- Click the Clear icon to clear the data (Figure 12); 
 

 
 

Figure 12: Click the Clear icon to clear whole data. 
 

- The others functions are the same as for Windows (ie 
Copy, Cut, Paste and Exit). 

 
CONCLUSIONS 
 
In previous development of grey system theory software design, 
the focus was on a case study. However, grey system theory 
often contains complex operations and plenty of graphic 
demonstrations; this poses certain difficulties for software 
design. Therefore, in view of grey systems, the C++  language 
has been utilised to design a grey system toolbox. It is not only 
original in grey system theory, but it also has the following 
academic implications:  
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• The model facilitates a thorough understanding of the GM 
model and the essential meanings involved in grey 
clustering, especially with regard to the original grey 
clustering toolbox involving grey system theory. 

• The writing is easy and, in fact, the grammar of the C++ 
language does not present any difficulties, as it is portable. 
In addition, it is user-friendly for human interface. 

• It also extends to economic benefits. One ordinary set of 
C++ is priced at approximately $US70 (in 2005), making it 
very inexpensive, and the total required memory space 
used is small (740kB). 

• Furthermore, the value of the grey whiteness function is 
given objectively; this is the same as the fuzzy 
membership function. However, the most obvious 
difference is that the value of the grey whiteness function 
can be allocated arbitrarily, and the value of the fuzzy 
membership must be given a cardinal. 

 
If the traditional method is used for the example presented in 
this article, only the rank of each score and the grade can be 
obtained; it cannot give the required detail. 
 
Table 1 summarises the analysis of the results of the first 
examination using the traditional summation method. 
 
Table 1: Analysis of the results of the first examination using 
the traditional summation method. 
 

Course The First Examination Grade 
Chinese 

10.69
3

)9.673.691.70( =++
 

C 

English 
83.60

3

)9.601.595.62( =++
 

C 

Mathematics 
53.54

3

)5.564.517.55( =++
 

D 

 
To sum up, a grey clustering toolbox has been created that 
presents serves to elaborate on grey system theory. This study 
presents both the theoretical and practical significances. 
However, several weaknesses still exist, namely:  
 
• The combination of the Matlab and mathematics toolbox 

with the aforementioned approach; 
• A comparison of the different points of the membership 

function in the fuzzy system; 
• In the proposed toolbox, the whiteness function only has 

three levels, hence, the level can be extended in the future. 
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